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SPEECH GENERATION FROM SEMANTIC NETS 

SUMMARY 

Natural language output can be generated from semantic nets 

by processing templates associated with concepts in the net. A 

set of verb temPlates 1s being deriVed from a stUdY of the 

surface syntax of some 3000 English verbs: the active forms of 

the verbs have been classified according to subject, object(s) 1 

and comPlement(S)J these syntactic patterns, augmented With ease 

names, are used as a grammar to control the generation of text. 

This text in turn is passed through a speech synthesis program 

and output by a VOTRAX speech synthesizer. ThiS analYSiS ShoUld 

ultimately benefit systems attempting to understand English input 

by providing surface structure to deep ease structure maps using 

the same templates as employed bY the generator. 
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INTRODUCTION 

If computers are to communicate effectively with people, 

they must speak, or at least write, the user•s natural language. 

The bUlk of the work in computational linguistics has been 

devoted to computer understanding of natural language input, but 

relatively little effort has been expended in developing natural 

language output. 

line of "fill 

Most English output systems nave been along the 

in tne blank" With perhaPS some semantic 

constraints imposed: there have been few attempts at language 

generation from what one could call "semantic net• structures 

(Simmons and Slocum, 19721 Slocum, 19731 Goldman, 1974), 

Perhaps generation is considered a much easier problem, The 

success of understanding efforts is generally believed to depend 

on some workable theory ot "discourse organization• which would 

account for effects of context and would Show how anaPhoric 

expressions (pronouns and noun phrases) are resolved and how 

sentences are ordered in the output, As it happens, these 

mechanisms are preciselY those that a "response generator• must 

incorporate if it is to appear intelligent, The study of 

generation will play an important role in solving the problem of 

understanding if it can demonstrate a mapping from deep semantic 

structures to surface strings. 

Let us brieflY outline some relevant processes in the speech 

understanding system being developed by SRI and SOC CWalker et 

al., 1975, and Ritear 1975), The user initiates a session bY 

establishing communication with the system: all subsequent dialog 
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(inPUt and output) is monitored bY a "discourse module" (Deutsch, 

1975) to maintain an accurate conversational context, An 

executive coordinates various knowledge sources •• acoustic, 

prosodic, syntactic, semantic, pragmatic, and discourse •• to 

"understand" successive utterances, 

The analYZed utterance iS then passed to the •responder" •• 

another component of the discourse module, The responder may 

call the question•answerer if the input is a questionJ it may 

call a data base update program if the input is a statement of 

factJ or it may decide on some other appropriate reply, The 

content of the response is passed to the generator, perhaps with 

some indication of hOW it is to be formulated, The rePlY maY be 

a stereotyped response ("yes•, •no•, "I see"), a noun phrase 

(node), a sentence cverb node), or, eventuallY• a paragraph, 

The generator outputs stereotyped responses immediatelYJ if 

the response is more complicated (a •noun" node, •verb" node, or 

eventuallY a network), a more detailed Program is required, ThiS 

program will determine exactlY how the response is to be 

formulated •• as an NP, s, or sequence of SSJ it may be required 

to Choose verbs and nouns With WhiCh to express the deep ease net 

structures, as well as a syntactic frame for the generation, The 

generator produces the response 1n •text• form, thiS in turn iS 

passed to a speech synthesis program tor transformation and 

output by a commercial VOTRAX speech sYnthesizer, currentlY no 

sentence intonation or stress contouring is being performed, 

Since the major interest of this paper is in •text" generation, 
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no further reference to the synthesis step Will be made, 

CONSTRAINTS ON RESPONDING 

there are several considerations involved in responding 

appropriately to an utterance, First, there are •conversational 

postulates" (Gordon and ~akoff, 1975) Shared bY the users of a 

language, these postulates serve to constrain the content and 

form of communications from the speaker to the hearer, For 

instance, the speaker shoUld not tell the hearer something the 

hearer already knows, lest he be boredJ yet the speaker cannot 

tell the hearer something the hearer knows absolutelY nothing 

about, or the hearer will not comprehend, The speaker should 

relate the news in his message to the prior knowledge of the 

hearer: this requires the speaker to have a model of the hearer. 

These heUristics must oPerate in conjunction with a •response 

producer• to constrain what may be output by a •sentence" 

generator, We are only beginning to understand how to 

incorporate these postulates in a language processing system, 

Then there is the matter of constructing the basic sentence. 

Normal EngliSh sYntax requires at 1east one verb in the sentence, 

choosing a main verb constrains the surface structure, For 

instance, in the abSence ot compounds anY verbs other than the 

main verb will have to appear in another forma nominal, 

infinitive, gerund, participle, or subordinate clause, How does 

the relevant information contained in a semantic net indicate the 

appropriate form? The traditional answer is "bY means of the 

lexicon.• We Will explore the relationshiP between net and 
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lexicon and advance a methodology tor representing a map from 

deep case structure to surface structure, 

This paper focuses on a PhilOSOPhY of single•sentence 

formatting: choosing a main verb, choosing the gross structure of 

the output sentence, and deciding how to generate appropriate 

noun Phrases, our examples Will emploY simPlified semantic net 

structures, somewhat like those in the actual SRI "partitioned 

semantic net" system (Hendrix, 1975), Nodes in the net may 

represent physical objects, relationships, events, sets, rules, 

or utterances, as in the example below, Directed labelled ares 

connect nodes and represent certain "Primitive• time•invariant 

relationships, 

<COUNTRIES 

<S,OWN> 

OBJ OBJ 

<SEAWO~f,1> 

e 

<VA~IANT,t> 

e 

<SUBMARINES> 

In the net fragment above, the u.s, and the U,K, are elements (e) 

of the set of countries, As EXPeriencers they each participate 
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in OWNing situations involving as OBJects particular submarines; 

each submarine is an element of some class of submarines, and 

these classes are subsets (s) of the set of all submarines, 

GENERATION TEMPLATES 

The first requirement for generation is to derive some 

templates for English sentences, We choose a simple verb for 

demonstration -· OWN, We note that our verb has several 

"synonyms": HAVE, POSSESS, and BELONG (TO), Since each of these 

verbs (inclUding OWN) has other sense meanings, we posit a node 

<S,OWN> in the net that corresponds to the abstract "ownership" 

sense they have in common, this node Will be the •prototYPical" 

OWN, in that it will incorporate the "meaning" of the situation 

of owning (including any semantic constraints on its arguments), 

and in that all instances of owning situations will be related to 

it, With this node we will associate the appropriate verbs (OWN, 

POSSESS, HAVE, BELONG) and templates, Note that one template 

will not suffice tor all four verbS! tor instance, the subject of 

BELONG iS the OBJect entity, While in the other (actiVe) verbs 

the subject is the EXPeriencerl 

EXP owns oBJ ' OBJ is owned by EXP 
EXP possesses OBJ : OBJ iS possessed by EXP 
EXP has OBJ 1 OBJ belongs to EXP 

So we propose the corresponding templates: 

[OWN CEXP Vact OBJ) (OBJ Vpas BY EXP)J 
[POSSESS CEXP Vact OBJ) (OBJ Vpas BY EXP)] 
(HAVE (EXP Vact OBJ)] (BELONG (OBJ Vact TO EXP)] 

Now, in order to speak about a particular owning situation, we 

pursue the hierarchY to find the •canonical" S,OWN, choose a verb 
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(say, BELONG) and an associated template COBJ Vact TO EXP), and 

generate the constituents consecutiVelY. 

But we have a problem; there is no indication of how the EXP 

and OBJ arguments are to be generated, NP Will not a1ways 

suffice; note tor instance that the predicate argument of "hope" 

in "John hoped to go home" must be an infinitive Phrase Crather 

than the gerund phrase that NP might produce), Even a cursory 

study of a few hundred verbs in the language shows that they have 

very definite (and regular) constraints on the syntactic form of 

their constituents, These constraints aPPear to be matters for 

the lexicon rather than the grammar, Therefore, we associate 

verbs and templates with word senses (prototYPical nodes in the 

net) rather than imPlement them Via grammar rules, and we 

explicitlY incorporate the constituent tYpes in the templates: 

[OWN ((NP EXP) Vact (NP OBJ)) ((NP OBJ) Vpas BY (NP EXP))] 
[POSSESS ((NP EXP) Vact (NP OBJ)) ((NP OBJ) Vpas BY (NP EXP))] 
(HAVE ((NP EXP) Vact (NP OBJ))] 
[BELONG ((NP OBJ) Vact TO (NP EXP))l 

A set of patterns like these is associated with every 

"prototype verb" node in the knowledge base, It would seem that 

all we need is an interpreter that, given anY •verb instance" 

node in the knowledge base, looks up the patterns for that type 

of node, chooses a verb, a corresponding template tor the verb, 

and then proceeds to •evaluate" the pattern: 

verb (OWN,l••>S,OWN] ••> belong 
temp ••> [(NP OBJ) Vact TO (NP EXP)J 

CNP OBJ) ••> the seawol£ 
Vact ••> belongs 
TO ••> to 
(NP EXP) ••> the U,S, 
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But we still run into trouble with our simPle scheme. 

Consider the sentence, "John burned the toast blacK." 

BY using the simple pattern CCNP AGT) Vact (NP OBJ)) we could 

easilY generate the "incorrect• sentence, "John burned the black 

toast,• since CNP OBJ) might include the color of the toast, We 

need a pattern more like ((NP AGT) Vact (NP OBJ) (Mod RES)), in 

which the RESult of the action will be directly related to the 

verb, However, thiS is not quite enoUgh •• at least, not Without 

a very complicated interpreter •• because the interpreter must 

Know that CNP OBJ) cannot inclUde the verb's RES argument 

(black). Thus, by convention, we may indicate an extra argument 

to be Passed to a constituent generator (such as the fUnction NP) 

to denote the item(s) not to appear in the resultant constituentr 

((NP AGT) Vact (NP OBJ RES) (Mod RES)) 

The pattern (NP OBJ RES) means •generate an NP using the OBJect 

of the verb, but do not include the RESult of the verb in the 

NP." ThiS convention actuallY prevents enormous proliferation of 

patterns Ci.e,, a pattern copy for every possible "missing" 

constituent>. ThiS leVel of detail woUld be unreasonable if feW 

other verbs could use this templateJ however, there are more than 

a hundred verbs that share this same pattern. Since there are 

relatiVelY few temPlates, each shared by several tens or hUndreds 

of verbs, the use of templates proves to be quite helpful, 
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There are other sources of potential pattern proliferation, 

an important one being the combinatorial arrangements of case 

arguments of time, manner, and other such adverbials, as well as 

other (possiblY non•adverbial) case arguments such as source, 

goal, instrument, etc. Some of these arguments are rather 

constrained in their positions in the sentence, but others may 

appear almost anywhere: 

"Yesterday the ship sailed from the lighthouse to the dock," 
"The ship sailed from the lighthouse to the dock yesterday.• 
"Yesterday the ship sailed to the dock from the lighthouse.• 

It is of course unreasonable to try to maintain a11 the possible 

patterns, instead we leave insertion of these adverbial arguments 

to a single heuristic routine (described below). There are 

several jUStifications for this, among them: C1) the partiCUlar 

form of the verb cannot be generated until the subject, object(s) 

and comPlement(&) have been generated, (2) these adverbials are 

so universal as to appear in almost anY of the patterns and in 

several possible places, and C3) there are some heuristic 

constraints inVolVed in the Placement of arguments. 

one may question whether passive templates shoUld be storedJ 

certainly, they could be derived. on the other hand, neglecting 

to store them would force us to indicate With each verb (sense), 

whether it can Cor, sometimes, must) be passivized. Indicating 

•transitive• is not enough since there are transitive verbs 

(i.e., verbs that take an object) that cannot be passivized, 

Since we have to store the information anyway, we can save some 

code and computing time by storing the passive template, 
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There are several reasons for generating the verb after the 

major arguments, First the subject must be generated so that the 

verb can be made to agree in number, Second, certain word senses 

are true of verb•particle combinations While not of the iSolated 

verb. Since, in addition, particles must appear after objects 

that are short (like pronouns) but before objects that are long 

Clike noun phrases), the particle must be positioned after the 

object iS generated, FinallY• insertion of some adverbials 

Ce,g, "not") requires an auxiliary verb •• thus verb generation 

must folloW adverbial generation. 

VERB PATTERNS 

This study started with the 25 •verb patterns• presented by 

Hornby (1954), These in turn eame from a dictionary by Hornby et 

a1, (1948), verbs in the dictionary are classified according to 

their gross syntactic p~tterns of subject, object(s), and 

eomPlement(S)J most of the Patterns are SUb•diVided. The authors 

claim that these patterns account for all constructions involving 

all the verbs in their dictionary •• and, by extension, in the 

langUage, ThiS claSSification is not immediatelY usefUl to 

computational linguists since it does not address underlying 

semantics. Nevertheless, it is clear that it can serve as the 

basis for a derivation of underlYing ease structures and, 

particularly, as a basis tor "generation templates,• 

These Patterns are being converted into templates much like 

those derived earlierr the analysis is being performed with 

respect to about 3000 verbs drawn from the dictionary (Slocum, to 
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appear). These templates serve as the major portion of a modular 

"generation grammar•" with the remainder in the form of heuristic 

fUnctions for constructing syntactic constituents. 

NOUN PHRASES 

What to include in a noun phrase should be another matter 

tor the discourse module to judge. There are no well•formulated 

ru1es accounting tor anaPhora in EngliSh! indeed, there are tew 

well•established parameters other than that the hearer must be 

able to resolve the (pro)nouns to their referent•. The speaker 

should employ anaphora in order to avoid repetition, but onlY if 

his model of the hearer indicates that the hearer can resolve the 

ambiguity. There are some low•power pronominalization rules th~t 

could be directlY incorporated in a generator •• retleXiViZation, 

for example. Nevertheless, it is important to realize that when 

a generator is unaware ot the conversational context, it ShoUld 

not independentlY decide how to generate noun phrases, it can 

only decide when to do so. This situation has not been 

universallY recognized, but it iS becoming increasinglY ·c1ear 

that a discourse module must be consulted during the generation 

phase. The discourse module will not know ahead of time what NPs 

are to be produced unless it performs many of the same oPerations 

that the generator would do anyway. Yet the context•sensitive 

decision strategy may have to resort to such measures as 

disambiguating the proposed output using the model of the hearer 

in order to determine what anaphora is resolvable. It is 

unreasonable to incorporate thiS strategy in the generator, since 
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for many reasons it must be part of the discourse module. 

Therefore the generator shoUld pass anY •noun• constituent 

to the discourse module (perhaps with its recommendation about 

how to produce the constituent>: the modUle must determine if a 

pronoun or bare noun is ambiguous to the hearer. and, if so, what 

to add to the noun in order to make the desired referent clear, 

In the current SRI system, noun patterns (Slocum, to aPPear) are 

used to control noun phrase generation, Much like verb patterns, 

noun patterns order the constituents in the phrase and indicate 

how each constituent is to be generated by naming a function to 

be called with the network constituent: 

[(DET) (Adj QUAL) (Adj SIZE) (Adj SHAPE) (Adj COLOR) (N)l 

Patterns like this are distributed about the network hierarchy, 

in the future, the discourse module will decide for each pattern 

constituent whether it is to aPPear in the Phrase, 

HEURISTIC RULES 

Hornby describes three basic positions for adverbs in the 

c1ause1 "front" position, "mid" position, and "end" position, 

Front position adverbs occur before the subject: •YesterdaY he 

went home, from there he took a taxi," The interrogative adverbs 

(e,g, how, when) are tYPicallY constrained to front PoSitionJ 

others may appear there for purposes of emphasis or contrast, 

Mid position adverbs occur with the verb <string)J if there 

are modal or auxiliary verbs, the adVerb occurs after the first 

one, Otherwise the adverb will appear before the verb, except 

for •unstressed" finites of be, have, and do: •we often go 
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there•: "she is typicallY busy•: "he iS still waiting," 

End position adV@rbs occur after the verb and after any 

direct or indirect object present. While relatively few clauses 

have more than one adverb in front position or more than one in 

mid position, it is common for several adverbs to appear in end 

position in the same claUse: "theY PlaY the Piano poorlY 

together". 

Adverbial& of time (answering the question, "when?") usuallY 

occur in end position, but may appear in front position for 

emphasis or contrast. Adverbials of frequency (answering the 

question, "how often?") can be SPlit into two groups, The first 

group is composed of single-word adverbs that typicallY occur in 

mid position but also may be in end position: the second is 

composed Of mu1t1ple•word phrases that appear in end position or, 

less frequentlY• in front position, Adverbs of duration ("[for] 

how long?") usuallY have end position, with front position for 

emphasis or contrast, AdverbS of Place and direction normallY 

have end position, Adverbs of degree and manner have mid or end 

position, depending on the adverb, 

Along with such rules concerning the Position' of various 

types of adverbs, there must be a mechanism to order the adverbs 

that are to occur in the "same" position. There are some 

heuristicst among adverbials of time <or Place) the smaller unit 

is usually placed first, unless it is added as an afterthought% 

"the army attacked the village in force on a hot August 

afternoon, just after siesta". Adverbials of place and direction 
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usually precede those of frequency, which in turn precede those 

of time, 

These rules are imPlemented in the same routine that 

produces the verb; when a template is first interpreted •• much 

as a sequence of function calls •• the "Vact• or "Vpas" keys are 

ignored, Once the subject, object(s) and eomplementCs) indicated 

by the template are generated, this "clean up• routine is called, 

It emploYs the heuristics described above to add the adverbial 

constituents and verb, then concatenates the constituents to 

produce a complete clause, 

DISCUSSION 

In theory, the set ot possible English sentences is 

infinite, The obvious question then arises, "If one tries to 

account tor them With templates, won•t there be an infinite 

number of templates?" The simple answer isr "No, for some of the 

same reasons that allow a finite grammar to generate an infinite 

number of strings," One can produce sentences of arbitrary length 

bY (1) arbitrarY embedding, and (2) arbitrary conjunction, One 

does not do so by including arbitrary numbers of distinct ease 

arguments. Even so the number of basic patterns could be 

extremelY large, EVidence, however, iS to the contrarY: the 

eventual number of templates would appear to be several times the 

number of patterns, owing to the substitution ot particular 

prepositions tor "Prep" in the syntactic patterns, and the 

assignment of different case names to a particular constituent 

depending on the part.icular verb used, 
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